
Bidirectional Transformer Reranker for Grammatical Error Correction 
Manabu Okumura

{ zhang, oku } @ lr.pi.titech.ac.jp

Ying Zhang Hidetaka Kamigaito 

Grammatical error correction: a sequence-to-sequence (seq2seq) task, which 
requires a model to correct an ungrammatical sentence.

MotivationMotivation

While a fully pre-trained seq2seq model can generate several high-quality
grammatical sentences using beam search and even achieve state-of-the-art results,
there may still be a gap between the selected hypothesis and the most grammatical
one due to the unidirectional prediction.

For 𝒚 ∈ 𝒴′ ∪ {𝒚!"#$}, we follow the setting of BERT to randomly mask 15% of
𝒚 as 𝒚\& , where 𝜅 denotes the set of masked positions. The distribution of the
masked tokens satisfies the 8:1:1 masking strategy.

Given the masked target 𝒚\&, the model parameter 𝜃 of the BTR is optimized by:

𝒚!"#$ ∈ 𝒴: gold correction for the given 𝒙.
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Therefore, it is potential for improving the performance of pre-trained seq2seq
models by utilizing the entire representations of the prediction, i.e., the bidirectional
representations.

Seq2seq structure: R2L, BTR

Encoder-only structure: RoBERTa

𝑎!"#$% > 0: Usage of negative sampling

Unidirectional decoding: R2L, T5GEC

Bidirectional decoding: RoBERTa, BTR

Model CoNLL-13 
(𝑭𝟎.𝟓 ↑)

CoNLL-14 
(𝑭𝟎.𝟓 ↑)

BEA-test
(𝑭𝟎.𝟓 ↑)

JFLEG
(GLEU↑)

Oracle 55.11 67.87 - 61.13
T5GEC* - 65.13 69.38 -
T5GEC 49.36 65.11 70.51 59.04
R2L 50.02 64.92 71.42 58.93

w/o L2R 49.19 64.54 69.76 58.69
RoBERTa (𝜆 = 0.1) w/o 𝑎!"#$% 49.35 65.04 70.55 59.17

w/o 𝑎!"#$%, 𝜆 46.48 60.90 64.05 57.49
BTR(𝜆 = 0.4) 50.22 65.47 71.27 59.17

w/o 𝜆 49.13 63.82 69.93 59.52
w/o 𝑎!"#$%, 𝜆 45.34 59.48 63.60 57.62

Table 2: Results for the models on each dataset with candidates from T5GEC.
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Input:
Thank you for invite me 
to your party last week .

Output (shifted right):
Thank you for inviting me 
to your party last week .
<M>

log 𝑝(𝒚|𝒙; 𝜃) ≈ PLL 𝒚 𝒙; 𝜃 = 0
!"#,%"{!}

|𝒚|

log 𝑝(𝑦!|𝒙, 𝒚\𝜿; 𝜃)

Usage Inputs 𝒙 Masked Targets 𝒚\𝜿
Self-supervised learning for pre-training Thank you <X> me to your party <Y> week . <X> for <M> you last <Z>
Supervised learning for fine-tuning Thank you for invite me to your party last week . Thank you so <M> me to your party <M> week .

# of data (pairs)​Lang​UsageDataset​
148,566,392​ENpre-train​Realnewslike​
2,372,119​ENtrain​cLang-8​

1,381​ENvalid​CoNLL-13
1,312​ENtest​CoNLL-14
4,477​ENtest​BEA​
747ENtestJFLEG

Table 1: Dataset sizes.

Table 3: Examples of data pairs. 

𝑓 𝒚 𝒙 =
exp( 7PLL 𝒚 𝒙; 𝜃

𝒚 )

∑𝒚!∈ 𝒴" exp( 7PLL 𝒚. 𝒙; 𝜃
𝒚. )
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Final result = 9 𝒚/01 if 𝑓(𝒚/01|𝒙) − 𝑓 𝒚2345|𝒙 > 𝜆 ,
𝒚2345 if 𝑓(𝒚/01|𝒙) − 𝑓 𝒚2345|𝒙 ≤ 𝜆

log 𝑝(𝒚%|𝒙, 𝒚\%; 𝜃) ≈0
!∈%

[1 log 𝑝 𝑦! 𝒙, 𝒚\%; 𝜃 + (1 − 1 ) log(1 − 𝑝(𝑦!|𝒙, 𝒚\%; 𝜃))]

maxmize likelihood minimize unlikelihood 

1 ∶= E
1 if 𝒚 = 𝒚6789 ,
0 if 𝒚 ≠ 𝒚6789

Where 1 is the indicator function, defined as follows:
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